## Problem 1

We have, ,

and

The join distribution of and -

Let and

and

where,

Jacobian matrix

So, the join distribution of and can be written as-

The marginal distribution of is-

Let

So, if and are two standard normal *pdf* then follows standard Cauchy distribution.

Now, to show that follows Cauchy Distribution, the following steps have been used.

1. Two random samples ( and have been generated from standard normal distribution using Box-Muller Algorithm. Detail procedure will be discussed later in this part.
2. Using those standard normal samples, Cauchy random sample has been generated using .
3. Histogram with Cauchy density curve has been presented.

**Step 1. Box-Muller Algorithm:**

The rnormalBX function has been used to generate two standard normal random sample. We can use this function to generate normal random sample with any mean and variance for any size of the sample. This function takes four parameters-

*= sample size of the standard normal random sample (Default 1)*

*mean = mean of the standard normal random sample (Default 0)*

*mean = variance of the standard normal random sample (Default 1)*

*seed = random seed (Default NULL)*

rnormalBX <- function(n=1, mean = 0, var = 1, seed = NULL){

At first, this function will check whether any value for random seed (seed) is given or not. If there is any value for seed (i.e. example seed = 123), it will set that value as random seed.

if(!is.null(seed)) set.seed(seed) # set seed

Then, it will generate two random sample () from uniform distribution between 0 and 1. Using that and , we have calculated and theta using the following formula.

and

Finally using following formula two random standard normal samples have been generated and combined those two column vector using cbind function.

and

u = runif(n, 0, 1)  
 v = runif(n, 0, 1)  
 r = sqrt(-2\*log(v))  
 theta = 2\*pi\*u  
 norm = cbind(r\*cos(theta), r\*sin(theta))

It is seen that, if the sample size is small, the mean and variance of the two standard normal sample may not equal to 0 and 1. That is way, I have standardized those samples using the following formula so that it becomes normal with mean 0 and variance 1.

if(n != 1){norm = (norm-colMeans(norm))/sqrt(diag(var(norm)))}

Then, if the parameters (mean, var) those are supplied in the function are not 0 or 1 respectively, it will use the following function to generate normal random sample with specified mean and variance.

Finally, it will return two normal random samples removing variables names by using unname function.

if (mean != 0 || var != 1){  
 norm = sqrt(var)\*norm + mean  
   
 }  
 return(unname(norm, force = TRUE))  
 }

Example for calling this function (rnormalBX) is given below-

x = rnormalBX(n = 1000, mean = 5, var = 10, seed = 123)

**Step 2. Cauchy Random Sample**

The function rcauchydist has been written to generate random sample from standard Cauchy distribution with size (say ). This function has two parameters-

*= sample size of the standard Cauchy random sample (Default 1)*

*seed = random seed (Default NULL).*

Within this function, I have used rnormalBX function that generate two standard normal random samples using Box-Muller algorithm. This function has been discussed in step 1. Using these two standard normal random samples, the Cauchy random sample has been generated using the following formula.

rcauchydist <- function(n=1, seed = NULL){  
 x = rnormalBX(n = n, mean = 0, var = 1, seed = seed)  
 return(x[,1]/x[,2])  
}

Example for calling this function (rcauchydist) is given below where a standard Cauchy random sample of size 1000 has been generated-

x = rcauchydist(n = 1000, seed = 4578)

I have written a function densityCurve to generate histogram with Cauchy density curve. I have also used this function in other part of this assignment. In this function, there are two parameters-

*data = sample data for which we want to generate histogram*

nbreaks *= number of class in histogram (Default NULL)*

densityCurve <- function(data , nbreaks = NULL){

At first, this function will check nbreaks parameter. If the parameter is “NULL”, it will generate best possible number of classes for the histogram using pretty function. The pretty function compute a sequence of about n+1 equally spaced ‘round’ values which cover the range of the values in x (given data). Then, a histogram has been drawn using the data supplied in this function with given or generated (if NULL) number of classes (nbreaks). In this hist function, I have used freq = FALSE so that the histogram shows relative frequency (proportion) in the axis.

if(is.null(nbreaks)){ nbreaks = pretty(data)}  
 title = "Histogram with Cauchy Curve"  
 his <- hist(data, breaks = nbreaks, freq = FALSE, col="red",

xlab="x", main=title, xlim = c(-30,30),

ylim = c(0,.4))

Now, to draw Cauchy density curve on this histogram, we need to generate a sequence of values from to which is the support of Cauchy random variable. To do so, we have used mid points of histogram and then calculated the density for those mid points from Cauchy distribution with location 0 and scale 1 using dcauchy function. Finally, we have added the density line using lines function.

xfit <- his$mids  
 yfit <- dcauchy(xfit, location = 0, scale = 1)  
 lines(xfit, yfit, col="blue", lwd=2)  
 }

Now, we have generated histogram with Cauchy density curve using following function.

densityCurve(x, nbreaks = 600)
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From the histogram with Cauchy density curve, it seems that the random sample follows standard Cauchy distribution.

1. **To study the evaluation of the empirical average of Cauchy distribution I have written the cauchyMeanForEachSample function. This function has two parameters-**

*samSize = series of sample size (for this problem 1 to ) (Default 1 to 100)*

*seed = random seed (Default NULL).*

For this problem, I have followed the following setps.

1. Generate a random sample from standard Cauchy distribution of size (say )
2. Find the mean of that sample
3. Repeat step (i) and (ii) for all (say )

Instead of using do loop, I have used apply function because it more efficient compare to do loop with respect to time. The apply function returns a vector or array or list of values obtained by applying a function to margins of an array or matrix.

# problem 1 part 2  
  
cauchyMeanForEachSample <- function(samSize = 1:100, seed = NULL){

At first, this function will check whether any value for random seed (seed) is given or not. If there is any value for seed (i.e. example seed = 123), it will set that value as random seed.

if(!is.null(seed)) set.seed(seed)

Then, it will generate random sample of size using rcauchydist function that I wrote in part 1 of this problem using Box-Muller algorithm and calculate mean of that sample. It will follow the same process for all sample sizes supplied by samSize parameter and it done by apply function which is an alternative of do loop. Finally, it will return the mean vector for all sample sizes.

return(apply(as.array(samSize), 1, function(x)

mean(rcauchydist(x))))

}

To call this function cauchyMeanForEachSample, we need to create a sequence of integer number that will represent , the sample size. I have used seq.int function to generate a sequence from 1 to with step size 50. Then, I called cauchyMeanForEachSample function to generate mean of standard Cauchy random variable with all those sample size. I have also draw a scatter plot for those means by sample size.

seq = seq.int(1,10^4, 50)  
cmean = cauchyMeanForEachSample(seq, seed = 245)  
plot(seq, cmean)
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Form this scatter diagram, we can see that the mean of the Cauchy distribution is not stable, not even for large sample size. So, even if the sample size is large, the mean of Cauchy distribution is unstable that leads us to understand why the mean of Cauchy distribution is undefined.

1. **For Monte Carlo Experiment we have followed the following algorithm-**
   1. Generate a random sample from standard Cauchy distribution of size (say )
   2. Find the mean of that sample
   3. Repeat step (i) and (ii) for (say 2000) times

I have written cauchyMeanSim function for above algorithm. This function has three parameters

*samSize = sample size (Default 100)*

*distSize = replication size (size of the distribution of mean) (default 1000)*

*seed = random seed (Default NULL).*

By following above three steps, we can generate the distribution of sample mean of standard Cauchy distribution. Instead of using do loop, I have used replicate function because it more efficient compare to do loop with respect to time. The function replicate is a wrapper for the common use of sapply for repeated evaluation of an expression (which will usually involve random number generation).

cauchyMeanSim <- function(samSize = 100, distSize = 1000 ,

seed = NULL){

At first, this function will check whether any value for random seed (seed) is given or not. If there is any value for seed (i.e. example seed = 123), it will set that value as random seed.

if(!is.null(seed)) set.seed(seed)

Then, it will generate random sample of size (say ) using rcauchydist function (discussed in part 1) and calculate mean of that sample. It will replicate this process for distSize (say 2000) times. For replicating the process, I have used replicate function that is an alternative of do loop. Finally, it will return the distribution of mean for .

return (replicate(distSize, mean(rcauchydist(samSize))))  
}

To generate distribution of Cauchy empirical sample mean, I have called the function cauchyMeanSim with parameter samSize = 40, distSize = 2000 and seed = 365. After generating distribution of Cauchy empirical sample mean, histogram with density curve has been drawn for the distribution using densityCurve function that we wrote in part 1.

cmean = cauchyMeanSim(samSize = 40, distSize = 2000, seed = 365)  
densityCurve(cmean, nbreaks = 800)
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cmean = cauchyMeanSim(100, distSize = 2000, seed = 365)  
densityCurve(cmean, nbreaks = 1400)
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cmean = cauchyMeanSim(500, distSize = 2000, seed = 4125)  
densityCurve(cmean, nbreaks = 1500)
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From the above three different distribution of Cauchy empirical sample mean, it seems that the distribution follows standard Cauchy distribution. Although CLT states that as sample size increases the distribution of mean follows normal distribution. However, for Cauchy distribution, the distribution of mean does not follow CLT. It follows Cauchy distribution.

## Problem 2

1. **First I will discuss the SVM code.**

For solving this problem we need “quadprog” package that is loaded by the following code.

require('quadprog')

Data import and changing of values from 2 to -1 and separating and have been done in the following code.

data <- read.table("C:/Users/ka746940/Desktop/UCF/STA 6106 - Statistical Computing/Assignments/Midterm/pb2.txt")  
data[,1][data[,1]==2] <- -1

X = data[,2:5]

mmean = colMeans(X)  
cvar = diag(var(X))  
Y = data[,1]  
X1 = scale(X) # standardized features matrix

Following algorithm has been used to this problem.

1. Created a function (rbf\_kernel) for calculating radial basis kernel
2. Created a function (poli\_kernel) for the Polynomial kernel (We will use it in part (d))
3. Created a function (kcalculator) for the kernel matrix of the data
4. Created a function (bcalculator) for calculating
5. Function (svmtrain) for fitting a SVM model
6. Function (svmpredict) for predicting new observation using the fitted SVM model

Now, we will discuss all this steps.

1. **Function (rbf\_kernel) for calculating radial basis kernel**

The form of radial basis kernel is

where, and are vectors.

In this function rbf\_kernel, there are three parameters

*x1 = first vector (for example* ***)***

*x2 = second vector (for example* ***)***

*ker\_per = value for (Default 1).*

Within this function it will convert and as a matrix and after calculating kernel value for those vectors, it will return the value.

rbf\_kernel <- function(x1,x2,ker\_par = 1){  
 x1 = as.matrix(x1)  
 x2 = as.matrix(x2)  
 return (exp(-(1/(2\*ker\_par^2))\*t(x1-x2)%\*%(x1-x2)))  
}

1. **Function (poli\_kernel) for calculating radial basis kernel**

The form of Polynomial kernel is

where, and are vectors.

In this function poli\_kernel, there are four parameters

*x1 = first vector (for example* ***)***

*x2 = second vector (for example* ***)***

*c = value for (Default 0).*

*d = value for (Default 1).*

Within this function it will calculate polynomial kernel value for , and then it will return the value.

poli\_kernel <- function(x1, x2, c = 0, d = 1){  
 return((t(as.matrix(x1)) %\*% as.matrix(x2) + c)^d)  
}

1. **Function (kcalculator) for calculating kernel matrix**

The form of Polynomial kernel is

where, and are vectors.

In this function kcalculator, there are three parameters

*X = data matrix for which we need to calculate*

*kernel = name of the kernel (Default “Gaussian”).*

ker\_par *= kernel parameter (if it is “Gaussian”, required only value of (Default 1). If*

*it is “Polynomial”, required two values for c and d).*

Within this function it will calculate based on the kernel type. First it will convert into a matrix and create a null matrix () of size 62 by 62 for this problem. Based on kernel type, I have calculated the matrix using nested loop. Finally, it will return the matrix.

kcalculator <- function(X, kernel = “Gaussian”, ker\_par = 1){  
 X=as.matrix(X)  
 N<-dim(X)[1]  
 K<-matrix(0,N,N)  
 if (toupper(kernel)== "GAUSSIAN"){  
 for(i in 1:N){  
 for(j in 1:N){  
 K[i,j]<-rbf\_kernel(X[i,],X[j,],ker\_par)  
 }  
 }  
 }  
 if (toupper(kernel)== "POLYNOMIAL"){  
 for(i in 1:N){  
 for(j in 1:N){  
 K[i,j]<-poli\_kernel(X[i,],X[j,],ker\_par[1], ker\_par[2])  
 }  
 }  
 }  
 return(t(K))  
}

1. **Function (bcalculator) for calculating value**

The form of Polynomial kernel is

We can write this equation as following in matrix form

where, indicates row wise scaler multiplication. In this function bcalculator, there are five parameters

*Y = Target vector*

*X = data matrix for which we need to calculate*

*alpha = estimated obtained from solution of dual problem*

*kernel = name of the kernel*

ker\_par *= kernel parameter (if it is “Gaussian”, required only value of . If*

*it is “Polynomial”, required two values for c and d).*

Within this function it will calculate based on the kernel type. Using above formula it will calculate .

bcalculator <- function(Y, X, alpha, kernel, ker\_par){  
 N<-length(Y)  
 K = kcalculator(X, kernel, ker\_par)  
 w01=rowSums(t((alpha\*Y)\*K))  
 return(mean(Y-w01))  
}

All the above function will be used in the following functions.

1. **Function (svmtrain) for fitting a SVM model**

In the following svmtrain function, I have trained the data using SVM model. Function contain six parameters.

*X = Feature matrix*

*Y = Target vector*

*C = upper limit of constrains*

*kernel = name of the kernel*

ker\_par *= kernel parameter (if it is “Gaussian”, required only value of . If*

*it is “Polynomial”, required two values for c and d)*

*esp = small number used for adding with Dm matrix if it is singular and selecting for .*

In this function, I have used all most the same steps as it was given. I will just discuss those steps that I have changed.

svmtrain <- function(X, Y, C=Inf, kernel = "Gaussian",

ker\_par =1.5, esp=1e-2){

N<-length(Y)  
 X<-as.matrix(X)  
 Y<-as.vector(Y)

In the following steps, I have used kcalculator function that I discuss in step (iii) to calculated matrix for the given data using given kernel and parameters. And then it will calculate the following matrix (***Dm***).

which can be written as

where indicates element wise multiplication.

K = kcalculator(X, kernel, ker\_par)  
 Dm = (Y %\*% t(Y))\*K

From here to until finding , I did not change anything in the code.

Dm<-Dm+diag(N)\*1e-8 # adding a very small number to the diag,   
 dv<-t(rep(1,N))  
 meq<-1  
 Am<-cbind(matrix(Y,N),diag(N))

# the 1 is for the sum(alpha)==0, others for each alpha\_i >= 0  
 bv<-rep(0,1+N)   
 if(C!=Inf){  
 # an upper bound is given  
 Am<-cbind(Am,-1\*diag(N))  
 bv<-c(cbind(matrix(bv,1),matrix(rep(-C,N),1)))  
 }  
 alpha\_org<-solve.QP(Dm,dv,Am,bvec=bv, meq=meq)$solution  
 indx<-which(alpha\_org>esp,arr.ind=TRUE)  
 alpha<-alpha\_org[indx]  
 nSV<-length(indx)  
 if(length(indx)==0){  
 throw("QP is not able to give a solution for these data points")  
 }  
 Xv<-X[indx,]  
 Yv<-as.vector(Y[indx])  
 w<-unname(t(Xv)%\*%(alpha\*Yv), force = TRUE)  
 # choose one of the support vector to compute b. for safety reason,  
 # select the one with max alpha

Here, I have calculated that is explained in step (iv).

b = bcalculator(Yv, Xv, alpha, kernel, ker\_par)

Finally, it will return all results as a list.

return(list(alpha=alpha, wstar=w, b=b, nSV=nSV, Xv=Xv, Yv=Yv,

kernel = kernel ,ker\_par=ker\_par))

}

1. **Function (svmpredict) for predicting new observation using the fitted SVM model**

the following svmpredict function has been used to predict observation. Function contain two parameters.

*x = new vector / matrix of feature*

*model = estimated model obtained from svmtrain* *from* *fitted SVM*

This function can predict for a single observation of features or a set of observations of features. It will first extract all parameters obtained from fitted model and then within loop for all observations, it will calculate predicted value using the following formula-

svmpredict <- function(x, model){  
 x = as.matrix(x)  
 kernel = model$kernel  
 ker\_per = model$ker\_par  
 alpha<-model$alpha  
 b<-model$b  
 Yv<-model$Yv  
 Xv<-model$Xv  
 ker\_par<-model$ker\_par  
 # wstar<-model$wstar

result = as.vector(rep(0,dim(x)[1]))

for (k in 1:dim(x)[1]){  
 sum = 0  
 if (toupper(kernel)== "GAUSSIAN"){  
 for (i in 1 : length(alpha)){  
 sum = sum + alpha[i] \* Yv[i] \* rbf\_kernel(Xv[i,],x[k,],ker\_per)  
 }  
 result[k]<-sign(sum + b)  
 }  
   
 if (toupper(kernel)== "POLYNOMIAL"){  
 for (i in 1 : length(alpha)){  
 sum = sum + alpha[i] \* Yv[i] \* poli\_kernel(Xv[i,],x[k,],

ker\_per[1], ker\_per[2])

}  
 result[k]<-sign(sum + b)  
 }  
 }  
 return(result)  
}

Following code is used to call svmtrain function to fit the model using Gaussian kernel with parameter 1.5 for sigma. It is found that the model contains 62 support vector for the data. For Gaussian kernel, I did not standardize the data.

model =svmtrain(X, Y, kernel = "Gaussian", ker\_par = 1.5)  
model

## $alpha  
## [1] 1.05015 0.95028 0.89218 1.05019 1.05009 1.04974 0.7327245  
## [8] 1.05016 1.05016 0.83702 1.04863 1.06079 0.15644 0.7565102  
## [15] 0.70499 0.73640 1.05030 0.98065 1.04300 0.99209 1.0560719  
## [22] 1.06243 1.05014 1.03911 0.91115 0.95395 0.77806 0.9744232  
## [29] 0.97079 1.05017 0.78069 0.94982 0.94947 0.93265 0.9498211  
## [36] 0.94983 0.94981 0.94968 0.93274 0.94969 0.93294 0.9497462  
## [43] 0.94983 0.94985 0.94929 0.89190 0.96229 0.95306 0.9497318  
## [50] 0.75674 0.94983 0.81435 0.94784 0.95307 0.93468 0.9498302  
## [57] 0.81176 0.94996 0.94981 0.94983 0.94983 0.94983  
##   
## $wstar  
## [,1]  
## [1,] 101.601256  
## [2,] 56.720330  
## [3,] 286.630550  
## [4,] 8.467797  
##   
## $b  
## [1] -0.05016975  
##   
## $nSV  
## [1] 62  
##   
##   
## $kernel  
## [1] "Gaussian"  
##   
## $ker\_par  
## [1] 1.5

Following code is used to predict and calculate training Error for the SVM model with Polynomial and Gaussian kernel. It can be seen that the training error for this data is 0 for both model.

p1 = svmpredict(X1, model1)  
cat("Training Error", (length(Y)-sum(Y==p1))/length(Y)\*100, "%")

## Training Error 0 %

p2 = svmpredict(X, model)  
cat("Training Error", (length(Y)-sum(Y==p2))/length(Y)\*100, "%")

## Training Error 0 %

1. **Impact of**

Following code is used for different to see impact of number of support vectors. First, I have generated a sequence of gamma values and then a null matrix of size length of sigma by three where I will store training error, number of support vector and sigma.

# part b problem 2  
  
sigm = seq(.5, 100, length = 1000)  
itsig = matrix(0, length(sigm), 3)

Then I have used a loop to fit a model for each of the of the gamma value. And for each of the fitted model I calculated training error and number of support vector and then stored these values in a matrix.

for (i in 1:length(sigm)){  
 fit = svmtrain(X, Y, kernel = "Gaussian", ker\_par = sigm[i])  
 pred = svmpredict(X, fit)  
 error = (length(Y)-sum(Y==pred))/length(Y)\*100  
 nSV = fit$nSV  
 itsig[i,] = c(error, nSV, sigm[i])  
}

I plotted number of support vector by sigma and the following figure shows that as the sigma increases the number of support vector decreases. On the other hand, we can say for smaller sigma value it is over fitting the data. Since the number of support vector increases for lower sigma, the model complicity increases.

plot(itsig[,3], itsig[,2], xlab = "Sigma",

ylab = "Number of Support Vectors")

![](data:image/png;base64,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)

1. **Classification of Observation**

For , I have used svmpredict function for both kernel and it is predicted as 1 for both cases.

a = matrix(c(18,17,33,26), 1,4,byrow = TRUE)  
a1 = (a-mmean)/cvar  
p1 = svmpredict(a1, model1)  
cat("Prediction", p1)

## Prediction 1

p2 = svmpredict(a, model)  
cat("Prediction", p2)

## Prediction 1

1. **SVM model using Polynomial kernel**

The SVM code that I discussed in part (a) also included polynomial kernel. Here I will just include polynomial kernel function and prediction function.

* **Function (poli\_kernel) for calculating radial basis kernel**

The form of Polynomial kernel is

where, and are vectors.

In this function poli\_kernel, there are four parameters

*x1 = first vector (for example* ***)***

*x2 = second vector (for example* ***)***

*c = value for (Default 0).*

*d = value for (Default 1).*

Within this function it will calculate polynomial kernel value for , and then it will return the value.

poli\_kernel <- function(x1, x2, c = 0, d = 1){  
 return((t(as.matrix(x1)) %\*% as.matrix(x2) + c)^d)  
}

* **Function (svmpredict) for predicting new observation using the fitted SVM model**

the following svmpredict function has been used to predict observation. Function contain two parameters.

*x = new vector / matrix of feature*

*model = estimated model obtained from svmtrain* *from* *fitted SVM*

This function can predict for a single observation of features or a set of observations of features. It will first extract all parameters obtained from fitted model and then within loop for all observations, it will calculate predicted value using the following formula-

svmpredict <- function(x, model){

Converting input feature vector as matrix.

x = as.matrix(x)

Assigning variable for different parameters obtained from the model.

kernel = model$kernel  
 ker\_per = model$ker\_par  
 alpha<-model$alpha  
 b<-model$b  
 Yv<-model$Yv  
 Xv<-model$Xv  
 ker\_par<-model$ker\_par

Initializing null vector of size equal length of the input feature.

result = as.vector(rep(0,dim(x)[1]))

Loop for each of the input feature vector. Within the loop it will assign a null sum variable so that we can use it for iterative sum of the above equation. After that it will check which kernel is being used when it was fitted the model. Based on the kernel it will start another loop for calculation sum of the above equation. Finally, it find the sign of the equation and store it in result vector.

for (k in 1:dim(x)[1]){  
 sum = 0  
 if (toupper(kernel)== "GAUSSIAN"){  
 for (i in 1 : length(alpha)){  
 sum = sum + alpha[i] \* Yv[i] \* rbf\_kernel(Xv[i,],x[k,],ker\_per)  
 }  
 result[k]<-sign(sum + b)  
 }  
   
 if (toupper(kernel)== "POLYNOMIAL"){  
 for (i in 1 : length(alpha)){  
 sum = sum + alpha[i] \* Yv[i] \* poli\_kernel(Xv[i,],x[k,],

ker\_per[1], ker\_per[2])

}  
 result[k]<-sign(sum + b)  
 }  
 }  
 return(result)  
}

Following code is used to call svmtrain function to fit the model using Polynomial kernel with parameter 23 and 2 for and respectively. It is found that the model contains only 15 support vector for the data. For Polynomial kernel, I have standardized the data, otherwise the kernel matrix becomes singular.

model1 = svmtrain(X1, Y, kernel = "Polynomial", ker\_par = c(23,2))  
model1

## $alpha  
## [1] 0.94426 12.759816 2.977131 0.495124 6.5785068 4.6269065  
## [7] 17.05089 13.167360 1.661623 9.151191 1.9643374 14.0507365  
## [13] 29.10916 5.499686 0.48651  
##   
## $wstar  
## [,1]  
## [1,] 0.13176131  
## [2,] -0.05720521  
## [3,] 0.23166994  
## [4,] -0.19237407  
##   
## $b  
## [1] -2.113031  
##   
## $nSV  
## [1] 15  
##   
## $Xv  
## V2 V3 V4 V5  
## [1,] 0.26995486 0.50746227 0.279433139 -1.78899530  
## [2,] -0.34994149 -0.70264007 -1.615472836 -1.36238873  
## [3,] -0.34994149 -2.39678334 0.008732286 -0.08256901  
## [4,] -0.03999331 -1.91274240 1.091535700 -1.14908544  
## [5,] -1.27978602 -0.21859913 -0.397318995 -1.14908544  
## [6,] 1.19979939 1.47554414 1.091535700 1.41055399  
## [7,] 0.57990304 0.26544180 -0.803370275 -1.36238873  
## [8,] -0.96983784 0.02342134 0.414783566 0.13073427  
## [9,] 0.88985122 1.23352367 -0.126618141 -0.29587230  
## [10,] -0.34994149 0.26544180 -1.886173690 -1.78899530  
## [11,] -0.03999331 -1.67072194 -1.209421556 0.55734084  
## [12,] 0.57990304 -0.46061960 -0.803370275 -1.78899530  
## [13,] -0.03999331 0.50746227 0.279433139 0.13073427  
## [14,] -2.20963055 -1.91274240 -0.397318995 -0.93578216  
## [15,] -2.51957873 -2.39678334 -2.156874544 -2.00229859  
##   
## $Yv  
## [1] 1 1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1  
##   
## $kernel  
## [1] "Polynomial"  
##   
## $ker\_par  
## [1] 23 2

## Problem 3

1. **We have**

(1)

The Lagrangian of this problem can be written as-

(2)

for and

1. **Dual Problem**

Differentiate (2) with respect to , and and set it to 0, we have

(3)

(4)

(5)

Plugging (3), (4) and (5) into (2), we have

So the dual problem is-

(6)

1. **KKT Conditions**

The standard KKT conditions contain three conditions:

* Dual feasibility
* Primal feasibility
* Complementary slackness

Let be the solutions of dual problem, the optimal vector is

from (3) (7)

(8)

(9)

Equation (9) implies that, if

So, the for which are the support vectors. Since (from 7), it follows that and this implies that .

Again, if then , implies that and .

Similarly, if , then , so that by (9) and .

So,

1. **Strong Duality:**

To check strong duality, Slater’s condition states that

Alternatively, a weak version of Slater’s condition can be used. This is satisfied if the primal problem is convex and are affine.

In this case, the primal is

which is convex and the constraints is affine. So, Slater’s conditions are met and strong duality holds.

1. **Solution of primal using Dual solution:**

Suppose, we have solution of dual problem. Since, the strong duality holds for this problem, we can write

So, the margin of the optimal hyperplane can be written as

1. **Code for solving Dual and Primal:**

In this problem, I have generated using normal distribution. We have that has fifteen +1 values and ten -1 values. For the matrix, I have used the following distribution

For

For

For this data set, I have used the following code to generate the data.

require('quadprog')  
X = as.list(numeric())  
for (j in 1:15){  
 x2 = rnorm(4, 2, 1)  
for (i in 1:4){  
 x2 = cbind(x2,rnorm(4, 2, 1))  
}  
 x2=unname(as.matrix(x2), force = TRUE)  
 X[j]=list(x2)  
}  
for (j in 16:25){  
 x2 = rnorm(4, 0, 1)  
 for (i in 1:4){  
 x2 = cbind(x2,rnorm(4, 0, 1))  
 }  
 x2=unname(as.matrix(x2), force = TRUE)  
 X[j]=list(x2)  
}  
Y = c(rep(1,15), rep(-1,10))

The Gaussian kernel for this problem can be written as

In this case, I input two matrixes in the function rbf\_kernel and took sum of diagonal elements of the matrix multiplication of two matrixes.

## Defining the Gaussian kernel  
rbf\_kernel <- function(x1,x2,gamma){  
 x1 = as.matrix(x1)  
 x2 = as.matrix(x2)  
 return(exp(-(1/gamma^2)\*sum(diag(t(x1 - x2) %\*% (x1 - x2)))))  
}

**The rest of the code for this problem is exactly the same as the SVM code that I discussed earlier (Problem 2 part 1.**

kcalculator <- function(X, ker\_par){  
 X=as.matrix(X)  
 N<-dim(X)[1]  
 K<-matrix(0,N,N)  
 for(i in 1:N){  
 for(j in 1:N){  
 K[i,j]<-rbf\_kernel(X[i,][[1]],X[j,][[1]],ker\_par)  
 }  
 }  
 return(K)  
}  
  
  
bcalculator <- function(Y, X, alpha, ker\_par){  
 N<-length(Y)  
 K = kcalculator(X, ker\_par)  
 w01=rowSums((alpha\*Y)\*K)  
 w0 = mean(Y-w01)  
   
}  
  
  
svmtrain <- function(X, Y, C=Inf, ker\_par =1.5, esp=1e-2){  
 N<-length(Y)  
 X<-as.matrix(X)  
 Y<-as.vector(Y)  
   
 K = kcalculator(X, ker\_par)  
 Dm = (Y %\*% t(Y))\*K  
 Dm<-Dm+diag(N)\*1e-8 # adding a very small number to the diag, some trick  
 dv<-t(rep(1,N))  
 meq<-1  
 Am<-cbind(matrix(Y,N),diag(N))  
 bv<-rep(0,1+N) # the 1 is for the sum(alpha)==0, others for each alpha\_i >= 0  
 if(C!=Inf){  
 # an upper bound is given  
 Am<-cbind(Am,-1\*diag(N))  
 bv<-c(cbind(matrix(bv,1),matrix(rep(-C,N),1)))  
 }  
 alpha\_org<-solve.QP(Dm,dv,Am,bvec=bv, meq=meq)$solution  
 indx<-which(alpha\_org>esp,arr.ind=TRUE)  
 alpha<-alpha\_org[indx]  
 nSV<-length(indx)  
 if(length(indx)==0){  
 throw("QP is not able to give a solution for these data points")  
 }  
 Xv<-X[indx,]  
 Yv<-as.vector(Y[indx])  
 # choose one of the support vector to compute b. for safety reason,  
 # select the one with max alpha  
   
 b = bcalculator(Yv, Xv, alpha, ker\_par)  
   
 return(list(alpha=alpha, b=b, nSV=nSV, Xv=Xv, Yv=Yv,

ker\_par=ker\_par))

}

The SMM model has been fitted here. We found that the model contains 8 support vector.

model1 = svmtrain(X, Y, ker\_par = 34)  
model1

## $alpha  
## [1] 2.83081 9.54869 3.703201 0.475271 2.058594 2.807872  
## [7] 1.72966 4.97916 10.032167 4.676705  
##   
## $b  
## [1] 0.07056687  
##   
## $nSV  
## [1] 10  
##   
## $Xv  
## $Xv[[1]]  
## [,1] [,2] [,3] [,4] [,5]  
## [1,] 1.2766464 2.307676 4.1086038 1.5102182 1.8509717  
## [2,] 2.5317520 1.707989 2.5577176 1.9055271 2.3988965  
## [3,] 0.6136538 2.700019 -0.2695060 0.7065571 0.3818654  
## [4,] 3.3966935 2.196149 0.3507233 1.7059178 2.6703605  
##   
## $Xv[[2]]  
## [,1] [,2] [,3] [,4] [,5]  
## [1,] 2.548059 1.594153 2.734204 2.3776449 1.3360105  
## [2,] 1.145736 1.139862 1.429038 0.4529139 1.1068188  
## [3,] 3.606087 3.374920 1.494517 1.2060917 1.2396867  
## [4,] 1.146121 2.731299 1.818344 1.1037879 0.4944776  
##   
## $Xv[[3]]  
## [,1] [,2] [,3] [,4] [,5]  
## [1,] 1.259820 1.482540 1.3345772 0.7837194 1.8026087  
## [2,] 2.846331 2.111328 0.8638959 2.5455845 0.9488197  
## [3,] 1.672740 1.015993 1.0385627 2.9192863 3.2443124  
## [4,] 3.883639 2.760249 1.6311673 1.3756332 1.5976370  
##   
## $Xv[[4]]  
## [,1] [,2] [,3] [,4] [,5]  
## [1,] 4.1771549 0.7644139 2.125775 0.4092327 -0.4025023  
## [2,] 0.5261820 2.5675718 1.805588 2.6635420 1.8849839  
## [3,] 0.5141084 1.2837233 2.670735 1.3729260 2.1790900  
## [4,] 3.5100643 2.7053427 3.162000 0.5145675 1.7085410  
##   
## $Xv[[5]]  
## [,1] [,2] [,3] [,4] [,5]  
## [1,] -0.02327673 2.061803 2.0332523 2.2556539 4.086404  
## [2,] 2.38537636 2.485626 0.7441299 0.8790429 2.693246  
## [3,] 1.73229441 2.306513 2.0555231 0.4803739 3.177325  
## [4,] 0.89529552 3.069487 2.8120416 -0.3876563 1.379278  
##   
## $Xv[[6]]  
## [,1] [,2] [,3] [,4] [,5]  
## [1,] 1.724797 3.759377 -0.3284305 1.8243546 1.557033  
## [2,] 1.965682 2.300920 2.0182555 0.8052183 1.399350  
## [3,] 1.279355 1.679359 0.8176136 3.4631539 4.104422  
## [4,] 2.637948 1.160669 2.3701292 0.9671931 1.332345  
##   
## $Xv[[7]]  
## [,1] [,2] [,3] [,4] [,5]  
## [1,] -0.6825388 0.3508535 0.35382368 0.1739108 1.26609274  
## [2,] 0.8660750 -2.6451010 -0.41199194 -0.1135327 3.14512108  
## [3,] 0.1911760 -0.2251995 0.44475163 -0.1442088 -0.08616853  
## [4,] -1.1984620 1.1777434 0.06905578 0.5021829 -1.38045626  
##   
## $Xv[[8]]  
## [,1] [,2] [,3] [,4] [,5]  
## [1,] -0.09891229 -0.3906270 -0.2242652 1.1506056 1.02774047  
## [2,] 1.71779791 1.4420060 -0.1485043 -1.3639470 0.44152061  
## [3,] -1.18050249 0.2212948 -0.7403536 -0.5461495 -0.07605167  
## [4,] 1.24413209 1.0441486 1.4833411 0.6674507 -1.82642915  
##   
## $Xv[[9]]  
## [,1] [,2] [,3] [,4] [,5]  
## [1,] 0.1616069 -0.04411519 1.5318480 0.24459638 0.5834051  
## [2,] -1.2121039 0.27060355 0.3856968 0.03750932 0.4570691  
## [3,] 0.2247229 0.13958473 -1.2683299 0.99605694 0.8666696  
## [4,] 1.3962083 0.46092650 0.4458176 -0.42601609 -1.5199806  
##   
## $Xv[[10]]  
## [,1] [,2] [,3] [,4] [,5]  
## [1,] -0.14511286 -1.3291719 0.1768102 0.4227011 2.0788844  
## [2,] -0.12430348 2.1225674 0.8222449 0.1153580 -0.6609476  
## [3,] 0.04622189 0.9462414 -1.2129077 1.1752454 1.7207594  
## [4,] -0.88521430 1.2174459 -1.6514694 -0.3970321 -0.1979674  
##   
##   
## $Yv  
## [1] 1 1 1 1 1 1 -1 -1 -1 -1  
##   
## $ker\_par  
## [1] 34

##   
## $margin  
## [1] 0.1527794  
##   
## $primal  
## [1] 42.84209

Using the following formula we can calculate the primal problem as –

I found that the solution for the primal is 42.84. and the margin of optimal hyperplane is 0.1527794.

1. **Prediction code:**

The prediction code is exactly the same as before that I explained in part c of problem 2 except I just converted the list of matrix into matrix within matrix.

svmpredict <- function(x,model){  
 x = as.matrix(x)  
 kernel = model$kernel  
 ker\_per = model$ker\_par  
 alpha<-model$alpha  
 b<-model$b  
 Yv<-model$Yv

Here, I converted the list of matrix into matrix within matrix.

Xv<-as.matrix(model$Xv)  
 ker\_par<-model$ker\_par  
 # wstar<-model$wstar  
 result = as.vector(rep(0,dim(x)[1]))  
 for (k in 1:dim(x)[1]){  
 sum = 0  
 for (i in 1 : length(alpha)){  
 sum = sum + alpha[i] \* Yv[i] \* rbf\_kernel(Xv[i,][[1]],

x[k,][[1]],ker\_per)

}  
 result[k]<-sign(sum + b)  
 }  
 margin = sum(alpha)  
 return(list(result = result, margin = sqrt(1/margin), primal = margin))  
}  
  
  
svmpredict(X, model1)

## $result  
## [1] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1

It is found that for this model the training error is 0% for this data.